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RESUMEN
El objetivo de este estudio fue comparar una red neuronal artificial entrenada con Backpropagation y 
optimizada mediante Levenberg-Marquardt contra métodos numéricos clásicos para identificar parámetros 
en ecuaciones diferenciales ordinarias. Se diseñó una red neuronal multicapa con una entrada, una capa 
oculta de 10 neuronas y dos salidas. El modelo se entrenó con datos experimentales divididos en conjuntos de 
entrenamiento, validación y prueba, utilizando el algoritmo Levenberg-Marquardt para ajustar sus parámetros. 
La precisión se evaluó comparando con el método numérico ODE45, basado en Runge-Kutta. La red neuronal 
demostró un rendimiento superior, logrando una aproximación precisa y menos compleja computacionalmente. 
El método ODE45 presentó buenos ajustes generales, mostró limitaciones en intervalos específicos debido a 
picos y discontinuidades en las funciones simuladas. La red neuronal exhibió robustez para manejar dinámicas 
no lineales, prediciendo con alta precisión el comportamiento del sistema sin requerir un modelo matemático 
explícito. Su capacidad para reconocer patrones complejos con márgenes de error tolerables la consolidó 
como una herramienta eficaz para sistemas dinámicos. Las redes neuronales artificiales se confirmaron como 
una alternativa metodológica robusta, permitiendo modelar sistemas no lineales dinámicos con simplicidad, 
flexibilidad y potencial de escalabilidad.

Palabras clave: Métodos numéricos; ajuste de parámetro; redes neuronales artificiales; algoritmo 
Backpropagation; método Levenberg-Marquardt. 

ABSTRACT
The objective of this study was to compare an artificial neural network trained with Backpropagation and 
optimized using Levenberg-Marquardt against classical numerical methods for identifying parameters in 
ordinary differential equations. A multilayer neural network was designed with one input, a hidden layer of 
10 neurons, and two outputs. The model was trained with experimental data divided into training, validation, 
and test sets, using the Levenberg-Marquardt algorithm to adjust its parameters. Accuracy was evaluated by 
comparing it with the ODE45 numerical method, based on Runge-Kutta. The neural network demonstrated 
superior performance, achieving an accurate approximation with lower computational complexity. The ODE45 
method provided good overall fits but showed limitations in specific intervals due to peaks and discontinuities 
in the simulated functions. The neural network exhibited robustness in handling nonlinear dynamics, accurately 
predicting the system’s behavior without requiring an explicit mathematical model. Its ability to recognize 
complex patterns with acceptable error margins established it as an effective tool for dynamic systems. 
Artificial neural networks were confirmed as a robust methodological alternative, enabling the modeling of 
nonlinear dynamic systems with simplicity, flexibility, and scalability potential.

Keywords: Numerical methods; parameter tuning; artificial neural networks; Backpropagation algorithm; 
Levenberg-Marquardt method. 

http://dx.doi.org/10.36097/rsan.v1iEspecial_2.2826
https://orcid.org/0000-0001-9533-1635
mailto:francisco.duquea%40ug.edu.ec?subject=
https://orcid.org/0009-0002-8275-7631
mailto:fernan%40matcom.uh.cu?subject=
https://orcid.org/0000-0001-9319-4382
mailto:jcarmona%40ual.es?subject=
http://dx.doi.org/10.36097/rsan.v1iEspecial_2.2826
http://dx.doi.org/10.36097/rsan.v1iEspecial_2.2826
https://revista.sangregorio.edu.ec/index.php/REVISTASANGREGORIO/index
https://creativecommons.org/licenses/by-nc-sa/4.0/


16 Revista San Gregorio. 2025;1(Especial 2)

INTRODUCCIÓN
Numerical methods allow solving mathematical problems using numerical operations with the aid of the 

computer (Diamessis, 1965). Mathematical models can generally be expressed by equations or inequalities in 
partial or algebraic derivatives. The calculated numbers displayed in computer graphics reflect the view of 
reality provided by the chosen computational process (Hari Rao & Yadaiah, 2005). 

The problem of parameter fitting or parameter identification in the various branches of engineering has 
been gaining importance until it has become of great interest to many (Sage & Melsa, 1971).  The purpose 
of parameter identification is to develop or improve mathematical representations of physical systems using 
experimental data (Dennis & Schnabel, 1983). In this way, an attempt is made to bridge the gap between the 
real world and that of mathematical models that purport to represent the real world, in a way that helps to 
better understand the former and improve the latter.

Numerical methods are characterized by transforming the systems of differential equations of the control 
problem into a system of algebraic equations, in such a way that they depend on a limited number of unknowns 
(Chintha & Chatterjee, 2022). 

In our daily life we are surrounded by phenomena that can be simulated, modeled, or represented by 
dynamical systems. For example, mathematical biology, ecology (Jovanović et al., 2022) or epidemiology 
(Guo et al., 2022), in chemical reactions (de Souza et al., 2013), when trying to understand and predict 
interactions between different species, substances, processes; multidimensional dynamical systems with 
different parameters can be found (Zhang et al., 2021). These systems may depend on certain parameters, 
such as reaction rate, time, position, density, or equilibrium constants (van Ophem & Desmet, 2022).

Therefore, by knowing the dynamics of these systems, we will be able to predict values of a certain 
magnitude to respond to real-world problems or needs, so that we can anticipate and reduce the impact of 
possible negative effects (Yan et al., 2021).

The probabilistic characterization of the latter is obtained from input-output databases collected over a 
long period of time. The latter is not difficult to substantiate in industrial chemical processes, where ergodic 
processes generally occur. On the other hand, in such industrial processes deterministic disturbances occur 
naturally, say for example in heat exchangers that ensure fluid temperature values which feed the consumers 
of the fluid itself and the number of consumers cannot be predicted in advance, but the delivered flow value 
can (Meidani & Barati Farimani, 2023). 

Another example of perturbations acting on such processes can be the supply of reactants to continuous 
chemical reactors, where the reactants are not controlled (regulated) and therefore can vary, remaining 
constant at given time intervals (Lee et al., 2023). Similarly, the supply of raw materials in general can vary in 
quality as they come from different sources. This problem, together with the fact that in the presence of high 
temperature values there are decantation of minerals contained in the fluids and incrustations on the inner 
surface of the fluid conduits (pipelines) make the parameters of the process models do not coincide with the 
theoretical parameters of the mathematical models (generally differential equations or systems of differential 
equations) obtained from the physical-chemical laws that govern the behavior of the processes (De-kui & Xing-
min, 2023).  

One way to approach these problems is through experimentation with the industrial processes of interest. 
This requires performing experiments where it is possible to measure the stimuli applied to the process and 
the reactions to such stimuli. These measurements provide a data set or numerical database by measuring the 
different process variables. The database obtained and stored in the computational media is used to estimate 
the parameters of the proposed models.

The purpose of this research is to compare the performance of an artificial neural network trained with 
Backpropagation and optimized by Levenberg-Marquardt against classical numerical methods, evaluating its 
ability to identify parameters in systems of ordinary differential equations.

Artificial Neural Networks ANNs
Some of the research works in the field of artificial neural networks are event prediction and simulations 

(Lastre Aleaga et al., 2015), recognition and classification (González-Medina & Vázquez, 2015), data processing 
and modeling (Miranda et al., 2020), control engineering (Sarmiento-Ramos, 2020), artificial intelligence (Erazo 
Yánez & Navarrete Cedillo, 2023).

Figueredo and Ballesteros (2016) highlighted the fundamental characteristics of artificial neural networks, 
highlighting their structure composed of multiple processing elements that simulate the functioning of biological 
neurons. The authors pointed out that these computational elements are distinguished by establishing weighted 
connections among themselves, enabling a distributed representation of information. The distinctive feature 
of these systems lies in their ability to implement a learning process that allows them to acquire knowledge 
progressively, adapting dynamically to the input data.
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Artificial Neural Network Model
Artificial neural networks are forecasting methods based on non-complex or simple mathematical models. 

These models allow complex nonlinear relationships to be realized between the output or response variable(s) 
and their predictors (Sancho Caparrini, 2017).

An Artificial Neural Network generally consists of three major parts: an input layer, with units representing 
the input fields ; one or more hidden layers; and an output layer, with a unit or units representing the target 
fields . The units are connected with different connection strengths (or weights) . Input data are presented 
to the first layer and values are propagated from each neuron to each neuron in the next layer. Eventually, a 
result is delivered from the output layer.

Figure 1 shows an example of the comparison of the biological neural model with the artificial neural 
network model, comparing each of their parts.

Figure 1. Artificial neural network model.

Table 1 provides a systematic deconstruction of neural elements, mapping the intrinsic components of bi-
ological neural systems against their algorithmic representations in artificial neural networks, revealing the 
sophisticated biomimetic strategies employed in contemporary computational modeling.

Table 1. Relationship between biological neural network and artificial neural network.
Biological neural network Artificial neural network

Dendrites Inputs
Cell nucleus Nodes
Synapses Weights
Axon Output

Levenberg-Marquardt Optimization Method 
The Levenberg-Marquardt LM method, initially devised for nonlinear parameter estimation prob-

lems, has additionally proven to be useful for the solution of linear ill-conditioned problems (Binu & Ra-
jakumar, 2021). The Levenberg-Marquardt algorithm is a hybrid technique that uses Gauss-Newton and 
steepest descent approaches to converge to an optimal solution. The hybrid approach is often used 
to trade off the best features of different algorithms to solve a wider range of problems (Modest, 2003).

When the performance function is in the form of a sum of squares (as is typical in feedforward network 
training), then the Hessian matrix can be approximated as:

And the gradient can be calculated as:

The Levenberg-Marquardt algorithm uses this approximation to the Hessian matrix in the after Newton-like 
update:
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The Levenberg-Marquardt algorithm may be the fastest method for training feedforward neural networks 
of moderate size (up to several hundred weights) (Raju P & Terzija, 2023). This algorithm has an efficient 
implementation in MATLAB software, because the solution of the matrix equation is a built-in function in the 
program, so its attributes become more robust in the MATLAB environment.

Backpropagation Algorithm for Neural Networks 
The Backpropagation or backpropagation or backward error propagation algorithm is one of the most fun-

damental building blocks in a neural network (Sadeq et al., 2023). Rumelhart et al. (1986) popularized it in 
their paper “Learning representations by back propagation errors”. The Backpropagation algorithm is a method 
used to train or find the weights in a multilayer feed-forward artificial neural network. Therefore, a network 
structure of one or more layers must be defined, where the previous layer is fully connected to the next layer. 
The Backpropagation algorithm can be used in both classification and regression problems (Wang et al. 2020).

The Backpropagation algorithm repeatedly adjusts the connection weights in the ANN to minimize a measure 
of the difference between the actual output vector of the network and the desired output vector. Backpropa-
gation aims to minimize the cost function by adjusting the weights and biases of the network (Tarigan et al., 
2017).

The training of the ANN with the Backpropagation algorithm follows a gradient descent approach that ex-
ploits the chain rule. The level of fit is determined by the gradients of the cost function with respect to these 
parameters (Vishwakarma et al., 2020).

The main features of Backpropagation are the iterative, recursive, and efficient method through which it 
calculates the updated weight to improve the network until it is unable to perform the task for which it is being 
trained.

METODOLOGÍA
Comparison of numerical methods to identify dynamic systems
A quantitative, applied, and experimental study was conducted. The research compared the behavior of 

neural networks with classical parameter fitting methods in ordinary differential equations (ODEs). The study 
utilized three data vectors: t, y1, y2, where y1 and y2 represented two functions of time.

The data for t vs y1 are presented in Figure 2 in black, while t vs y2 are illustrated in Figure 3 in black. The 
solution of the Cauchy problem in the integration interval [0,10], with specified initial values or Initial Value 
Problem, will be analyzed to evaluate the performance of different methodological approaches.

The model was defined by a system of two nonlinear ordinary differential equations with unknown coefficients 
α and β:

Behavior of the output variable y1 of the process with respect to time  
Figure 2 showed the fit between the experimental data represented by circles and the model obtained with 

ODE 45; a very good fit was observed at almost all points, except for the interval [7,9], where a jump peak was 
present, and the function lost its smoothness.
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Figure 2. Behavior of the output variable y1 of the process with respect to time.

Behavior of the output variable y2  of the process with respect to time
Figure 3 revealed the fit between the experimental data represented by circles and the model obtained with 

ODE 45, evidencing a good fit with the exception of intervals [3,4], [6,7] and [9,10], where jumps occurred and 
the function did not maintain its continuity.

Figure 3. Behavior of the output variable y2 of the process with respect to time.

The task consisted of finding the values of α and β that would define the mathematical model in the state 
space y1 and y2, considering the experimental database. This problem became known as the Parameter 
Configuration Problem in Differential Equations. 

The problem was solved in MATLAB® using ODE45 and the optimization function fminsearch.
The ODE45 function was based on a Runge-Kutta type algorithm (4,5) developed from the Euler method 

improved by Dormand-Prince. It was a one-step method, i.e., to determine x(t i + 1), it was necessary to know 
only the solution at the immediately preceding time x(t i ).

The fminsearch function, an optimizer of linear functions with constraints, found the value of the x variables 
that minimized the function described in fun, starting from an initial value at x0. The algorithm implemented 
was the Simplex method (Nelder & Mead, 1965). This method represented a direct search based on evaluations 
of the objective function, without using numerical or analytical gradients; it was suitable for functions that 
could present discontinuities.
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The results of the behavior of the system defined by equations (1), (2), (3) and (4) after the estimation of 
the parameters α and β were presented in Figures 2 and 3 by continuous curves in red.

At the conclusion of the optimization processing, the values α = 5.0501 and β = -5.0998 were obtained with 
a convergence criterion of 1.000000 e-04.

Modeling with artificial neural networks
To obtain modeling using Artificial Neural Networks, the obtained database was used, which was divided into 

three data sets to train the neural network, validate the resulting model, and estimate the future behavior with 
the obtained network (Margaglio & Uria, 1994). The MATLAB environment was employed as a software platform.

The architecture of the Perceptron neural network was designed based on the premises outlined by Saldarriaga 
(2022):

• The activation function was chosen primarily according to the preferred path, and selecting one of 
them did not affect the network’s ability to solve the problem.
• The number of neurons in the input layer, as well as in the output layer, was determined by the variable 

defining the problem. According to the experimental data, only one variable was present in the input of the 
network, while two variables were required at the output.
• The designer determined the number of hidden layers and the neurons in each layer. There was no 

specific method or rule to determine the optimal number of neurons in a hidden layer to solve such a 
problem. In most practical applications, these values were determined through trial and error.
• For the hidden layers, the least number was initially considered, and if the required settings could not 

be achieved, the number of hidden layers gradually increased.
• A single hidden layer was chosen to initiate the Perceptron network training. Several tuning tests were 

conducted during the experimentation to find a suitable network size. These tests included altering the 
number of neurons in the hidden layer using various configurations provided by the MATLAB Neural Network 
Toolbox.

Representation of an artificial neural network in terms of the ANN Toolbox
Figure 4 presented a representation of an artificial neural network using the MATLAB® Neural Network Toolbox 

nomenclature. The network was configured with a hidden layer employing a hyperbolic tangent activation 
function and an output layer with a linear activation function.

Figure 4. ANN representation used with MatLab.

For training the neural network, the Trainlm function (Levenberg-Marquardt backpropagation) was applied. 
This training function updated the weights and biases based on the Levenberg-Marquardt Optimization Method. 
It was identified as the fastest backpropagation algorithm available in the MATLAB® Toolbox in most cases 
and was recommended as the primary supervised learning algorithm, despite its higher memory requirements 
compared to other algorithms.

RESULTADOS Y DISCUSIÓN
Training of the designed neural network was performed, varying the number of neurons in the hidden layer 

RedNeru05=5, RedNeru10, RedNeru20. The performance results are shown in Table 2.

Table 2.  Performance results
Neural Network Performance

RedNeru05 performance = 52.0823
RedNeru10 performance = 4.0007
RedNeru20 performance = 2.6268
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Neural network tuning with 10 neurons in the hidden layer
Figure 5 shows the neural network fitting with 10 neurons in the hidden layer. The performance of the 

network with different numbers of neurons in the hidden layer indicates that the best performance is provided 
by the network with the highest number of neurons in the hidden layer, however, if it is observed there is not 
much difference between the performance of RedNeru10 and RedNeru20, although the processing time of 
RedNeru20 is much higher than that of RedNeru10; so depending on the degree of accuracy or adjustment that 
is desired, a sacrifice must be made between accuracy and operation time. There are many practical cases in 
engineering where RedNeru10 performance is acceptable.

Figure 5. ANN model adjustment.

The results obtained in this research highlight the effectiveness of artificial neural networks (ANNs) for 
parameter identification in systems of ordinary differential equations (ODEs). The multilayer neural network, 
trained with the backpropagation algorithm and optimized using the Levenberg-Marquardt method, showed 
superior performance compared to classical numerical methods, such as the Runge-Kutta-based ODE45.

The neural network demonstrated a remarkable ability to approximate the system behavior with high 
accuracy, even in the presence of nonlinear dynamics and inconsistent experimental data. This aligns with 
previous studies that have highlighted the ability of ANNs to handle complex and nonlinear problems (Cybenko, 
1989; Wang et al., 2020; Zhang et al., 2021).

In comparison, the ODE45 method, although accurate in general, showed limitations at specific intervals due 
to peaks and discontinuities in the simulated functions. This finding highlights the advantage of ANNs in terms 
of robustness and adaptability.

Traditional numerical methods, such as ODE45, rely heavily on the accuracy and completeness of the 
mathematical model. In contrast, ANNs do not require an explicit mathematical model, which allows them to 
better adapt to variations and perturbations in the data (Dennis & Schnabel, 1983; Yan et al., 2021).

The ability of ANNs to recognize complex patterns with tolerable error margins consolidates them as an 
effective tool for dynamic systems, overcoming the limitations of numerical methods in situations of high 
nonlinearity and discontinuities.

The implementation of ANN for parameter identification in dynamical systems has significant implications in 
various areas of engineering and applied sciences. For example, in industrial processes where conditions may 
vary and traditional mathematical models may not be sufficient, ANNs offer a flexible and scalable solution 
(Gonzáles-Medina & Vázquez, 2015; Lee et al., 2023).

In the context of mathematical biology and epidemiology, where systems are inherently nonlinear and 
complex, ANNs can provide more accurate and adaptive models for prediction and control of biological and 
epidemiological phenomena (Guo et al., 2022; Rumelhart et al., 1986)

This study contributes to the existing body of knowledge by empirically demonstrating the superiority of 
ANNs over classical numerical methods in the identification of EDO parameters. This reinforces the position of 
ANNs as a robust and efficient methodology for modeling nonlinear dynamical systems.

Furthermore, the results obtained support the hypothesis that ANNs, when properly trained and optimized, can 
overcome the limitations of traditional numerical methods, providing more accurate and less computationally 
complex solutions.
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CONCLUSIONES
The study concluded that artificial neural networks trained using supervised learning techniques, particularly 

the Backpropagation algorithm, provide a robust and efficient approach for simulating and predicting the 
behavior of dynamic systems. The Levenberg-Marquardt optimization method was effective in refining the 
network parameters.

The network configuration with 10 neurons in the hidden layer emerged as the most suitable for achieving a 
high degree of accuracy with minimal complexity. While numerical methods depend on precise and complete 
model formulations, neural networks demonstrated superior adaptability and robustness, making them a 
reliable tool for addressing real-world dynamic modeling challenges. Their scalability and ability to manage 
errors reinforce their potential for broader application.
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